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Abstract. This paper takes an owertly anticipatory stance to the understanding
of animat leaning and behavior. It analyses four magjor animal learning theories
and attempts to identify the anticipatory and predictive dements inherent to
them, and to provide anew unifying approach based onthe predictive nature of
those dements. Parall els are then drawn with Karl Popper’s “Logic of Scientific
Discovery” in order to show how an animat controller may be built i nspired by
thaose principles. The paper discuses the extent, and limitations, to this
approad in an animat context and indicates how these principles were used to
define the Dynamic Expedancy Model, and construct its implementation
SRSE.

1 Introduction

This paper takes a particular stance on animat behavior generation and leaning. At
the heat of this problem is how an animat shoud seled adions to perform, under
what condtions and to what purpose. It will argue that the generators of animat
behavior have astrong anticipatory or predictive quality, and that leaning, and ou
animal models of leaning, shoud exploit the anticipatory and predictive properties
inherent in the structures that define and cause it. The aility of entities, including
living aganisms and machines, to anticipate future events and bein apositionto read
to them in atimely manner has long been recognised as a key attribute of intelli gence
For instance, the discusgons between Charles Babbage and Italian scientistsin 184Q
where the meding concluded that “ ... intelli gence would be measured by the @apacity
for anticipation” [19].

Recently, a growing nunber of reseachers have identified and emphasised the
importance of anticipation as the basis of models of animal leaning and kehavior.
Stolzmann et al. [22] describe a dasdfier system model based on anticipatory
principles, Tani and Nolfi [24] an Artificial Neural Network approach and Witkowski
the Dynamic Expedancy Model (DEM, [29], [3(], [31]), which places anticipation
and prediction at the center of the leaning and behavioral process The anticipatory
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stance imbues an animat with several important properties. First, the aility to
determine posshle future situations following on from the airrent one, thereby
predicting those situations that might be advantageous (or harmful) in anticipation of
them occurring. Seond, to determine the possble outcome of adions made by the
animat, leading dredly to the aility to establish chains or plans of adions to satisfy
some desired oucome. Third, the aility to rank the dfedivenessof ead adionin its
immediate mntext, independently of any particular goal or task spedfic reward o
reinforcement (“corrobaration”). Forth, to determine when structural leaning shoud
take place by deteding when unpredicted events occur. This can be seen as a process
of discovery.

Discovery aone is not sufficient. As sience is twinned with engineaing and
techndogy to exploit the fruits of its discoveries, so animat leaning is twinned with
behavior generation. From time to time goals, adivities required of the aimat, will
arise. By constructing a graph like structure from the predictions it has discovered
during its lifespan and then determining an intersedion d this graph with the goals
and current circumstances, the Dynamic Expedancy Model may determine
appropriate adions to satisfy those goals. Part of the structure of the DEM provides
the animat with rules by which this discovery process proceels. Part imbues the
animat with sufficient behavior to set goals and to initiate and continue dl these
adivities until leaned behavior may take over from the innate.

Sediontwo o this paper reviews four well -establi shed theories of animal leaning:
behaviorist, classcd condtioning, operant (or instrumental) condtioning and
cogritive or ‘expedancy’ models. During the 20" century ead attraded strong
proporents and equally strong oppoents, and ead was the dominant theory for a
time. Each is based on (typicdly large numbers of) detailed and fully repeaable
experiments that largely served to confirm the @nvictions of those who arealy
suppated their theory of choice However, nore of these stances could be made to
explain the full range of observable behaviors, and nore was able to gain an overall
dominance of the others. Yet the fad remains that ead regime can be shown to be
present in asingle animal (though no al animal spedes will necessarily demonstrate
every atribute). Each is made manifest in the animal acording to the experimental
procedures to which it is subjeded. In this dion examples will be drawn from both
the animal and animat research damains.

Sedionthree aalyses (seleded) data from ead schod with the expresspurpaose of
generating a new, unifying, set of principles or “rules’ of prediction and propagation,
spedficdly related to the anticipatory properties that can be extraded from the
observations leading to the four models of leaning and behavior. This sdion also
reviews a number of computer modelsinspired by ead of these the four stances.

These rules are presented and dscussed in sedion four. The purpose of this edion
is to consider the anticipatory role of prediction as a unifying fador between these
approaches to leaning, where previoudy differences may have been emphasized.
This sdion introduces the primary contribution o this paper. In developing the
unifying, anticipatory, framework, this paper does not suggest that any o these
theories are in any sense incorred, only that they ead neal to be viewed in the
context of the whole animal, and d ead ather, to provide asatisfying explanation o
the role of ead part. The remainder of the paper is given ower to adiscusson d two
significant consequences of adopting the anticipatory framework approadh.



Sedion five, then, considers ssme aspeds of the formalized discovery processfor
scientific endeavor as proposed by the philosopher Karl Popper ([15]). These
anticipatory principles sem interesting in this context as they define a ontinuing
processof discovery and refinement. This allows an animat to progressthrough o its
lifetime; incrementally developing is dructures, and so match its behavior patterns to
its environment. The analogy between Popper’s model of the scientific process and
animal behavior can only betaken to a cetain extent, and this extent will be discussed
in this paper.

Sedion six develops these aguments to show how they have influenced the
development of the Dynamic Expedancy Model. Dynamic Expedancy Model
animats may be seen as machines for devising hypdheses that make predictions abou
future events, condwcting experiments to corrobarate them and subsequently using the
knowledge they have gained to perform useful behaviors. In this learning model the
animat implements a low level version d a “scientific discovery process'. A criticd
fedure is the aedion and corrobaration o self-testing experiments, ead derived
from simple “micro-hypaheses’, which are in turn creaed dredly from observations
in the eavironment. Each hypdhesis will be viewed as describing and encgpsulating a
simple eperiment. Each “micro-experiment” takes the form of an expedancy or
prediction that is either fulfill ed, so corrobarating the dfedivenessof the hypahesis,
or is not fulfill ed, denying the hypahesis. Sedion seven briefly describes the control
architedure for SRS/E, an implementation o the Dynamic Expedancy Model. No
spedfic results of using this model are presented in this paper, as they have been
previously reported elsewhere ([29], [30], [31]).

2 Prediction and Theories of Behavior

We @ntinue with the view that behavior generation (“action seledion”) is properly
described by the dired or indired interadion o sensed condtions, Sign-stimuli (S)
and resporse, adion a behavior (R) generators. This sdion will outline four major
theoreticd stances relating to animal behavior and leaning, and will particularly
focus on those isaues relating to predictive aility, which will be considered in further
detail | ater.

2.1 TheBehaviorist Approach

It has been a long established and widely held truism that much of the behavior
observed in natural animals can be described in terms of adions initiated by the
current condtions in which the animal finds itself. This approach has alongtradition
in the form of stimulus-resporse (S-R) behaviorism, and, athough poposed over a
century ago ([26]), continues to find proporents, for instance in the behavior based
models of Maes [11], the readive or situated models of Agre [1] and Bryson [8], and
was a paosition vigorously upheld by Brooks [7] in his “intelli gence without reason”
arguments.

All argue that the majority of observed and apparently intelli gent behavior may be
ascribed to an innate, pre-programmed, stimulus response medhanism avail able to the



individual. Innate intelligence is not, however, defined by degree Complex,
esentialy readive, models have been developed to comprehensively describe and (so
largely) explain the behavioral repertoire of several non-primate vertebrate spedes,
including small mammals, birds and fish. Tyrrell [28] provides a useful summary of a
variety of adion seledion mecdhanisms drawn from both natural and artificial
examples.

Behaviorist leaning is considered to be “reinforcement”, or strengthening o the
adivating bond letween stimulus and resporse. That is the occurrence of a desirable
event concurrently (or immediately foll owing) an applicaion o the S-R pair enhances
the likelihoodthat the pairing will be invoked again over other, aternative pairings,
conversely, with a reduced likelihood for undesirable events. New pairings may be
established by creaing an S-R link between a stimulus and aresporse that were adive
concurrently with (or immediately preceding) the desired event.

2.2 Classical Conditioning

A seoond deeply influential, approach to anima leaning developed duing the
1920s as aresult of the work of Ivan Pavliov (18491936, now usualy referred to as
clasdcd condtioning. The procedure iswell known and Hghly repeaable. It is nedly
encapsulated by ore of the ealiest descriptions provided by Pavliov. Dogs naturally
sdlivate in resporse to the smell or taste of mea powder. Sdlivation is the
uncondtioned reflex (UR), instigated by the uncondtioned stimulus (US), the mea
powder. Normally the sound d a bell does not cause the animal to salivate. If the bell
is unced almost simultaneously with the presentation o meda powder over a
number of trials, it is aubsequently foundthat the sound d the bell alone will cause
salivation. The sound tas become a ondtioned stimulus (CS). The phenomena is
widespread, leading Bower and Hilgard ([6], p. 58) to comment “almost anything that
moves, squirts or wiggles could be conditioned if a response from it can be reliably
and repeatably evoked by a controllable unconditioned stimulus’.

The mndtioned resporse develops with a daraderistic sigmoid curve with
repeded CS/US pairings. Once established the CS/UR pairing will diminish if the
CS/US pairing is not regularly maintained. We may nate that the scope of the US may
be manipulated over a number of trials to either be highly diff erentiated to a spedfic
signal, or conversely gradually generalized to respondto a range of similar signals
(for instance, a tone of particular frequency, versus a range of frequencies abou a
center). Higher-order condtioning ([3]; [6], p. 62) alows asemnd reutral CS' (say, a
light) to be condtioned to an existing CS (the bell), using the standard procedure. CS
then elicitsthe CR.

2.3 Operant Conditioning

An radicdly aternative view of leaning was proposed by B.F. (Burrhus Frederic)
Skinner (19041990, that of instrumental or operant condtioning. In this model,
resporses are not “elicited” by impinging sensory condtions, but “emitted” by the
animal in anticipation d areward oucome. Reinforcement strengthening is therefore



considered to be between resporse (R) and rewarding ottcome (O), the R-O model,
not between sensation and adion, asin the S-R model.

The gproadh isill ustrated by referenceto an experimental apparatus developed by
Skinner to test the paradigm, now universally referred to as the “Skinner box’. Ina
typicd Skinner box the subjed animal (typicdly a rat) operates a lever to oktain a
reward, say a small food pEllet. Typicdly the subjed must be prepared by the
experimenter to associate operating the lever with the foodreward. However, oncethe
subjed is conditioned in this manner the gparatus may be used to establish various
regimes to investigate dfeds such as dimulus differentiation, experimental
extinction, the dfeds of adverse stimuli (“punishment schedules’) and the dfeds of
different schedules of reinforcement (such as varying the frequency of reward). Asthe
apparatus may be set up to automaticaly record the adivities of the subjed animal
(lever pressng), longand/or complicaed schedules are edaily establi shed.

Operant condtioning hes found applicaion in behavior “shaping” techniques,
where an experimenter wishes to diredly manipulate the overt behaviora adiviti es of
asubjed, animal or human. In the simplest case the experimenter waits for the subjed
to emit the desired behavior, and immediately afterwards presents a reward (before a
rat may be used in a Skinner box it must be prepared in thisway). Importantly, it isto
be noted that the R-O adivity may be eaily manipulated so as to occur only in the
presence of a spedfic stimulus, which may in turn be differentiated or generalized by
caeful presentation o reward in the required circumstances.

This has lead to the as<ertion that operant condtioning is properly described by as
threepart association, S-R-O. It is also interesting to nde that the stimulus itself now
appeas to ad as a andtioned reinforcer, where it had no inherent reinforcing
properties before. In turn, then, a new resporse in the cntext of anather stimulus (Sy)
and resporse (Ry) may be condtioned to the existing triple (Sx-Rx-0):

Sy-Ry-Sx-Rx-O

Chains of considerable length and complexity have been generated in thisway, and
have been used, for instance, in the film indwstry to prepare performing animals. It is,
of course, a given that the rewarding oucome is itself a sensory event with dired
(innate) asociation with some cndtion the subjed wants (or in the cae of aversive
condtion, does not want). If the subjed animal is nat, for instance hungy when
offered food, the cmnredion will not be manifest, and might not be formed. It is aso
the cae that an apparently nonreinforcing sensory condtion can attain reinforcing
properties if presented in conjunction with an innately reinforcing (positive or
negative) one, the secondary or derived reinforcement effed ([6], p. 184). Derived
reinforcers will aso condition responses unrelated to the original one.

24 The" Cognitive” Model:

In the final model to be cnsidered, derived from Tolman's [27] notion d a Sgn-
Gestalt Expectancy, that is athreepart “basic cogntive unit” of the form S1-R-S2, in
which the occurrence of the stimulus S1 in conjunction with the adivity R, leads to
the epedation a prediction o the outcome S2 (which may or may na be
“rewarding’). This is largely equivalent to Catania's [9] description d the fully



discriminated operant conredion as a three-part contingency of “stimulus — resporse
— consequence”, but with the esential differencethat it is the identity of the outcome
that is to be recorded, rather than just a measure of the desirability or quality of the
connedion as asaumed in operant or S-R approaches. Tolman's means-ends approach
inspired, and remains one of the central techniques of, Artificial Intelli gence problem
solving and danning techniques.

3 Interpreting Behavior as Prediction

It is clea that the standard S-R formulation makes no explicit prediction as to the
outcome of performing the adion part. But there is neverthelessan implicit prediction
that respondng in this way will placethe animal in a “better” situation than the
current one, and that the animal will be driven forward to a situation where further
behaviors are triggered. Maes' model [11] makes this explicit. The S-R model is an
effedive one, and explains much abou innate behavior generation. However the
implicit prediction is one shared with the spedes as a whole (adualy with the
forebeas of theindividua).

Modern reinforcement leaning tedhniques ([23], for a recent review) have
revitalized ou view of how this implicit prediction shoud be viewed. They provide
robust and analyticdly tradable ways to guaranteethe prioritization d multiple S-R
conredionsto achieve optimized performance Such pdicy maps, while finding many
important applications, tend to be “over stable” with resped to sources of reward. In
contrast, when reward states change, animals respond quickly to these danging
needs.

The anticipatory attributes of the dasdca condtioning paradigm have long keen
noted, not least because it is amost impassble to establish the dfed when the CS
oceurs after the US. Indeed for best results the CS must be presented (a short time)
before the US, implying that there is a predictive dfed. It remains an open question
as to whether clasdcd conditioning shoud be interpreted as a general predictive
principle, or if it isjust ahighly spedfic phenomenon ory associated with autonomic
reflexes. This paper tends on the side of generdlity. Classcd condtioning has been
extensively and acairately modeled by computer simulation ([4], for review). Barto
and Sutton [5] comment in particular onthe anticipatory nature of the process

Even thoughthey arise from profoundy different points of view, i.e. “behaviorist”
vs. “cogntivigt”, there ae many similarities between the operant condtioning and
“cogritive” gpproaches. The principal isale that separates them is the role of overt
reward as a driver for leaning. Is reward necessry for leaning, as would be
suggested by the operant condtioning approach? Clealy nd, as indicaed by the
latent learning procedure ([25] for areview of the animal lit erature, and, e.g., [29], for
a simulation wing the DEM), in which rats (for instance) may be demonstrated to
lean mazes in the ésence of any externally applied reward. It is not until some
rewarding condtionis introduced into the mazethat the same rats are observed to ad
in an obviously purpasive manner within the maze This, and similar observations,
would suggest that learning and the motivation to utilize what is leant are generally
separate. It may, of course, be the cae that an animal is partially or highly pre-



disposed to learn combinations that are, have been, or might be ‘“rewarding’
(Witkowski, [29] models such an effed using the DEM).

Saksida et al. [18] present a computer model of operant condtioning for robat
behavior shaping tasks. The Assciative Control Process(ACP) model ([2]) develops
the two-fador theorem of Mowrer ([14]). The ACP model reproduces a variety of
animal leaning results from bath classcd and operant condtioning. Schmajuk [20]
presents a two-part model combining bah classcd and operant condtioning modues
emulating escape and avoidanceleaning behavior.

Severa anticipatory and predictive three part models have recently appeaed in the
Animat literature. Stoltzmann et al. [22] describe an Anticipatory Classfier System
(ACS), Witkowski ([29], [30], [31]) describes the Dynamic Expedancy Model
(DEM). Developed independently, both are overtly predictive threepart systems, with
anumber of significant parallels and dff erences.

4 TheAnticipatory Framework

This sdion poposes a framework of the three fundamental kinds of connedion
between stimulus Signs and Action resporse, and five basic rules relating their
behavioral and predictive adivities. The purpose of this dionisto show that ead of
the four apparently disparate learning theories introduced in the previous dions can
be unified from a single anticipatory or predictive viewpaint, and so hav they might
ead serve apurpase within the individual animat.

Henceforth, the term sign-stimulus or simply Sgn will be used to refer to an
identifiably distinct conjunction d sensory condtions, all of which must be
individually present for the Sign as a whole to be deemed active. A Sign that is
predicted is referred to as sub-active, a status distinct from full adivation as there ae
circumstances where aiticipated adivations must be treded dfferently from acua
adivation. The comporent parts of a Sign may be sensitive to abroad or narrow range
of phenomena, and the Sign is adive whenever ead comporent is deteding
anywhere in its range. The range of these cmporents may be dtered marginally at
any given time. In principle, a Sigh may deted externa phenomena (as from a sensor
or perceptual system), the adivity status of an Action a a variety of other, internal,
condtions. The total set of Signs currently known to the animat will be indicated by
the cdligraphic caital letter S, an individual Sign bythe lower case letter 5 and the
adive sub-set of Signsby S*

The term Action (used from now on in preference to the peorative, but largely
synonymous term “resporse”) will refer to recognizable units of adivity performed
by the animat, taken from the set of adions available to the animat. The animat will
have afixed repertoire of such adion petterns (which may be simple or complex).
Any adion bkeing currently expressed (performed) is deamed active. Actions may be
overt, causing physicd change to the animat’s effedor system or covert, spedficdly
changing the status of a Sign’'s valence level or forming a onredion between ather
Signs and Actions. The total set of Actions avail able to the animat will be indicated
by the letter A, andindividual Actions by a, the adive sub-set of Actionsby A*.



The generally neutral term valence (after Tolman [27]) will be alopted to indicae
that a Sign has goal like properties, in that it may give the gppeaance of driving a
motivating the animat to adivity. In this framework any Sign may have vaence
which is sparate property from adivation a sub-adivation. Like sub-adivation it
may be propagated to ather Signs; but does nat, in itself, give rise to owvert behavior. It
is unclead how motivation is derived in the brain, athough Miller ([13], ch. 18)
describes the dramatic motivational effea (in a Skinner box apparatus) of direa
eledricd stimulation d the anteroventral hypahalamus, in which the subjed animal
operated the (stimulation causing) lever at about 2000 pesses/hour.

We will assume that the animat has memory, conventionally, of past occurrences,
but also atemporary ordered memory of predicted future occurrences. The extent of
this memory (in terms of what may be recdled and the time period over which it is
defined) will li mit what may be learned and predicted. First we remgrize threetypes
of conredion:

1) SA-Conrection: Signs can be mnreded to Actions, either innately or as a
consequence of leaning.

2) SSConredion: Signs may predict other Signs, where apredictive link has
been establi shed.

3) SAS-Conredion: Signs may be dtached to an Action and a second Sign, as
prediction.

Next consider the following five “rules of propagation”, which define (a) when an
Action becomes a candidate for adivation, (b) when a prediction will be made, (c)
when a Signwill become sub-adivated, and (d) when a Sign will becme valenced:

1. When the Sign in an SA-Conredion is adive or sub-adive the as2ciated
adion becomes a candidate for adivation (expresson).

2. When the stimulus-sign in an SSConredion is adive or sub-adive the
consequent Sign kecomes sub-adive. Where the prediction implies a time
delay, afuture “memory” may be made of the predicted adivation.

3. Any Sign that predicts another Sign (either SSor SAS) that has valence
itself becomes immediately valenced.

4. An SAS-Conredion where the antecedent Sign and Action are both adiveis
itself adive and predictsits Consequent Sign, taking into account any delay.

5. The Action in an SAS-Conredion where the antecalent Sign is both adive
and hes valence (becaise its consequent Sign dces, by rule 3) beaomes a
candidate for expresson.

Rule 1: This is the standard behaviorist Stimulus-Response model. It may be
applied to SA conredions baoth in the sense of an Uncondtioned Reflex in the
clasdcd condtioning damain, and in the sense of an adion pattern releaser/trigger for
amore complex behavior modue, for instance using a “winner takes all strategy”. As
many Signs may be adive & any ore time (they deted what they detedt and are not
asuumed to be mutually exclusive), it will be asaumed (in the &sence of data to the
contrary) that several UR may be initiated at once

Asthe adion petterns become more mmplex the adivation strategy becmes more
criticd. It islargely assumed that such adivities are mutually exclusive (even though
several Signs may be adive), such that the adivated behavior patterns will be in a



priority order. The description d this process as a simple S-R adivity belies the
potential, and typicd, complexity of the behaviors than can be initiated. Bryson's [8]
EDMUND model, for instance extends Rosenblatt and Payton's [17] feed-forward
network model with elements of parallel adivation and herarchicd control structures
in order to explain the range of phenomenanoted in nature.

Rule 2: Describes a simple predictive step, the occurrence of one Sign leading to
the expedation a anticipation that a second will follow within a spedfied period.
This rule acourts for the observations of classcd (and Hgher order) condtioning
phenomena (sedion 22) when in conjunction with rule one. Note that rule one only
expresses the expresson criteriain condtional terms, that sub-adivation (the result of
the predictive cmnredion) may (or may nat) adivate the SA-conredion. Despite an
asumption o equivalence of associability (i.e. that any two Signs may ad as either
predictor or predicteg [6], p. 67), it isclea that nat al stimuli are equally amenableto
ad as the CS in condtioning experiments. Shettleworth [21] found (in the cae of
golden hamsters) that it was easy to asciate cetain UR behaviors, such as
“digging’, “scrabbling” and rising up onthe hind legs with a food oucome, and
almost impossble to condtion ahers, such as washing a scratching. Shettleworth
also naed that the behaviors that could be cmndtioned were in any case those that the
animal tended to emit ordinarily in anticipation d fealing, where the ones that could
not be wndtioned were nat.

By rule 2, sub-adivation is defined as =lf-propagating;, sub-adivation d the
antecalent will in turn sub-adivate the mnsequent. This defines the medhanism for
longer chains, as would be the cae in, for example, higher order condtioning. In
some examples of second ader condtioning schedules (e.g. Rizley and Rescorla,
cited in [6]) it is possble to extingush the initial (diredly predicting) CS, withou
affeding the second-order CS. This appeas consistent with the notion o propagating
sub-adivation, rather that full adivation, which would indeed sever the dchain.

A question remains as to the degree to which sub-adivation shoud propagate in
this manner. Given the reported dfficulties of sustaining higher order condtioning
schedules, it would seem plausible to suggest that propagated sub-adivation in this
sense will typicdly be ahighly attenuating processin most instances. By treaing sub-
adivation also as an anticipatory mechanism (in the Shettleworth sense), that is,
priming the animat for other adivities, it would sean equaly reasonable that the
consequences of this predictive dfed shodd remain locdized. Withou this
restriction too many Signswould become sensiti zed and the dfed would be dil uted.

Rule 3: This rule describes the reverse dfed of propagating valence (badk) acoss
a predictive link, from predicteeto predictor. We may take the derived reinforcer as
an exemplar of this process Some Signs clealy have innate mwnredion to the source
of valence That is, their occurrence predicts or is associated with a dhange in the state
of the valence source. For a hungy dog it seems that the taste or smell of med has
just such an effed. Thisis apparently innate and does not need to be established. By
rule 3, the derived reinforcer, otherwise neutral, gains its valence by predicting that
smell or taste. Clealy, the prediction link persists after the condtions that lead to its
formation are lost.

Rule 3 applies to both SS and SAS type mnredions, as they are both owertly
predictive forms. However they have different properties and shoud therefore



propagate differently. The SAS conredion, like a ©nwventional problem-solving
operator, implies adion bythe animat to move acossthe link. In this form the animat
adively initiates the transitions. It is asaumed that valence will propagate well acoss
these links, cgpable of forming long chains of outcome predictions (sedion 23).
Applying this rule rigorously, we note, however, that the propagation takes the form
of a graph between Signs linked by predictions. The sequence of adions it acually
generates, on the other hand, will i ndeed appea as alinea sequence

In the SSform the animat must essentially wait and seeif the transition aceurs.
While useful for some schedules (“wait for the bell”), to rely onlong chains of such
conredions would leal to effedive behavioral paralysis. It is therefore asumed that
valence, aswith prediction, propagates poaly aaossSSconredions.

Rule 4: Defines the andtions under which an SAS conredion makes its
prediction. Note that the prediction is made (and any sub-adivations instigated)
regardlessof how the adion was initi ated.

Rule 5: Defines the mndtions under which the adionin an SAS conredion itself
bemmes a candidate for adivation. When an antecedent Sign is both adive and hes
valence, it isat a point of intersedion in the valence graph forming a plausible “chain
of adions’ to a source of valence (ading as a goal) from the animat’s current
situation. The Dynamic Expedancy Mode takes into acourt the total (estimated)
effort between eat Sign and sources of valence by combining the dfort that must be
expended at eat step with the strength of the prediction acoss the mnredion.
Consequently the model defers adion choice until the graph o Sign conredions is
completely evaluated, so as to be sure of seleding the adion at the start of the most
advantageous chain.

5 TheLogic of Discovery

This sction dscusses these aspeds of animal learning as a processof discovery, with
paralelsto the view that scienceis aso an ongoing dscovery process As part of the
arguments leading to his development of the cantral thesisin his classc and semina
work into the nature of the scientific process his “Logic of Scientific Discovery”, the
eminent Austrian ban phlosopher Sir Karl Popper (19021994 identified many
esential properties of the hypahesis and its role in a self-sustaining dscovery
process encgpsulated in a set of “methoddogicd rules’ [15]. In this view of the
discovery process “scientific truth” is not determined by any ndion d absolute
corredness but by the aeation o hypaheses from theories, which are to be tested
against the phenomena they predict. This is a form of modus tollens, where theories
from which hypdheses were properly derived are discarded when the hypaheses are
falsified by experiment. If t, some theory, implies p, some propasition (say alogicdly
derived hypdhesis), then the falsifying entail ment:

((t-p) & -p) |- -t



requires us to rejed t if we find p fase. In turn experiments are devised to
determine the validity of the hypahesis. Similarly, an experiment, e, that conclusively
tests me propasition, p, and findsiit false then the theory itself is unsuppated.

((p~€) & -€) | -p

The “Logic of Scientific Discovery” contains many insightful observations about
the nature of the discovery process A number of these observations, pertinent to
expedancy theory and perticularly relating to the nature of the hypahesis and
experiments are cwnsidered nown. Hypotheses that have more general applicability,
those giving rise to a smaller range of derived “statements’ and so have ahigher
“empiricd content”, have deaeaing oppatunity to escgpe falsification ([15], p. 86).
It istherefore incumbent on the discovery processto propose the simplest theories and
hypaheses that are testable and so falsifiable - though simplicity itself is not a
substitute for falsifiability. Seledion d the fittest systems of hypaheses doud be &
a result of the “fiercest struggle for survival” ([15], p. 42) between competing
theories. Even if inadequate, such systems of hypaheses shoud persist until falsified
or replaced by one better able to be tested and found more fit. Theories that are not
testable (so are “undeddable” or “meta-physicd”) are to be considered nonscientific
- though no necessarily uninteresting ([12], ch. 3).

Experiments must be properly derived from, and so test, hypaheses. Experiments
must therefore encgpsulate a @mplete description o the mndtions under which the
phenomenaisto be tested, so asto be repeaable and reproducible. Any conditions not
included in the experimental procedure being considered irrelevant. In Popper’s view
ahypahesis may at best be wrrobarated, or otherwise falsified, and consequently the
hypahesis and therefore the theory from which it was derived shoud be refined or
refuted.

In pradice Popper recognizes that there may be exceptions to the strict application
of this approad, such as when the hypahesis fail s due to incomplete spedficaion, or
where observations have readed the limits of available experimental technique.
Experiments are repeaed so that we may “convince ourselves that we are not dealing
with a mere isolated coincidence” ([15], p. 45). Popper refers to such coincidences as
occult occurrences. Continued testing orly ever serves to corrobarate hypaheses and
so suppat (or deny) a theory, a theory being hghly corrobarated when it has
repededly resisted attempts to overturn it. In Popper’s model of the scientific method
hypaheses are deduced from theories, the Hypothetico-Deductive approach. Testing
of hypahesesis a mntinuous process the “scientific game” one withou end. We may
dedde to suspend testing a hypahesis temporarily, but “he who decides ... that
scientific statements do not call for any further test, and that can be regarded as
finally verified, retires from the game” ([19], p. 53).

While Popper dedsively rejeds induction (“theory from examples’) as a strategy
for formulating a for “verifying’ theories, he provides <ant clue in these ealy
writings as to hov he @mnsiders theories themselves are to be aeaed. Later authors
adive in the field of the philosophy d science have extended this model, and
provided alternative views, of the scientific process(Kuhn[10], for example).



6 TheDEM Postulates

The Dynamic Expedancy Model defines an animat controll er based onthe principles
of the anticipatory approach described. This sdion adds operational detail to those
principles as a step to the computer program implementation o the model (SRS/E) in
the form of a number of “postulates’. Clealy it will not be gpropriate to suggest that
the principles emboded in “The Logic of Scientific Discovery” can be whally or
diredly incorporated into an animat controller, where the dm is to provide
engineging analogues of animal learning and behavior. It would, for instance, beidle
to sugeest that there is any plausible evidencethat rats, or monkeys, or any cther non
human spedes can formulate and represent explicit theories of their world and dcerive
testable hypaheses from it. On the other hand, there is clea evidence for a scde of
phylogenetic devédopment ([16]) from simple to increasingly complex creaures,
aaoss which it is possble to chart the introdwction d increasingly complex
behavioral and leaning traits. We might then suppcse that ead bulds (in some
general sense) on those that went before. In this ®nse we may assume that these
abiliti es are preaursors to our own, and worthy of considerationin that light.

So where Popper describes the Logic of Scientific Discovery as a Hypathetico-
Deductive approad, the Dynamic Expedancy Model adopts a primarily Hypothetico-
Corrobaative stance That is, having formed a predictive hypahesis, typicdly from
one or more exemplar situations, the primary role of the DEM mecdhanism is to
corrobarate its usefulnessand apply that knowledge to the benefit of the animat. This
shift of emphasis is dgnificant, predictions are here primarily a property of
hypaheses, less ® a cnsequence of the deductive properties of atheory. This ift of
emphasis, though seems in keeping with the ideaof the animat as a pre-cursor to a
full, human, system of scientific discovery. No mechanism for the @nstruction o
more acmplex models is incorporated into the Dynamic Expedancy Model, the
“badkground theory” implicit in the aniimat is inherent to its ethogram (the total
description d an animal or animat’ sinnate cgabiliti es, to perceive, ad andlean).

In order to clealy distinguish predictive hypaheses in the Dynamic Expedancy
Model from those proposed by Popper, they will be referred to as p-hypotheses
(spoken “micro-hypaheses’). These ae encgpsulations of the two predictive, and so
cgpable of corrobaration “ by experiment”, forms (SSand SAS). Applications of these
forms, where they make their prediction, will be considered as a form of experiment,
or p-experiments (“micro-experiments’), to distinguish them. The nstruction and
corrobaration o low-level observation based p-hypaheses would appea a useful pre-
cursor to the independent development of any systematic theoreticd model, whose
structure is nat whally or primarily dependent on an originator (the individual or
processresporsible for the aedion o the animat and its ethogram).

6.1 TheHypothesisPostulates

Definition HO: The p-hypothesis. Each of the forms SSand SAS shall be mnsidered
as p-hypaheses, as eadh type is capable of forming a prediction and so is inherently
“testable”. Call the set of al p-hypaheses H, with W indicaing an individual p-



hypahesis. A p-hypahesis is composed of Signs () and Actions (a) from the
respedive Sign (S) and Action (A) lists. So:

SS hss & %5 &
SAS: hgs a8 °S 4w &

Each records a posshle transition between two condtions that may be sensed by
the animat (signs & and §”). In an SAS conredion & must be concurrent (C) with an
adion a« Thedoulde arow (5) now jointly indicates the left to right prediction (rules
2 and 4), of the mnsequent, and the instantaneous (rule 3) reverse transfer of valence

Postulate H1: p-Experimentation. p-Experimentation is the mecdianism by which
predictive self-testability is conduwcted. p-Experimentation is a two-part process (1)
making a prediction based on matching a p-hypothesis antecedent condtions to
current adivations, and (2) comparing those predictions, a posteriori, with the adual
adivationsthat hold true & the time stipulated by the prediction.

Postulate H2: Prediction. Prediction (implementing rules 2 and 4) records the
predicted sign whenever a p-hypahesis is adive. Dencting the total set of adive
predictions made by the animat and currently awaiting confirmation with the letter P,
with p indicating an individual prediction. So:

Ss if(h.g#0SHthenh.p" - &
SAS: if (h.y05*& h.a DAY then h.p" &

This memory is a property of the predicting p-hypahesis, not of the sign predicted,
as one Sign may be independently predicted by severa p-hypaheses.

In the SRSE implementation, prediction memories are implemented as dhift
register like traces, the prediction being daced into the register +t units ahead. The
register moves one step badkwards towards “the airrent time” with ead exeaution
cycle (so hv .p° indicates a prediction due a the arrent time for some hypahesis h).
This limits the time horizon d the system, a diff erent implementation might record
individualy time stamped predictions, and so have an arbitrary time horizon.

Postulate H3: Corr oboration. To match these remrded predictions against
immediate sensations at the time the predictions fall due. If a p-experiment is to be
valid it must encgpsulate dl of the pre-condtions under which it will be judged. The
antecedent comporents in a SSor SAS conredion serve exadly as the definition o
those pre-condtions. The quality of ead p-hypahesis is determined solely by its
ability to acarately predict its consequent sign. This record of the animat’s ability is
encoded in the corrobaration measure (C,).

One might suppcse that the mrrobaration meesure is properly defined as the
simple ratio of the total number of predictions made by the p-hypahesis to the
number of corred predictions made. Thisis equivalent to the probability (P,), thus:

P.=p(s [ (¥ D) (SAS form)

The use of the “t” symboal here ads as a reminder of the temporal relationship that
exists between the predicted oucome and context. However, this measure is highly
sensitive to sample size, if a p-hypahesis were to change from being valid to invalid
(the world changed) along establi shed p-hypathesis would read slowly.



In pradice a mnfidence measure related to probability is adopted. Each successul
prediction reinforces confidence in a p-hypahesis. Conversely every unsuccessul
prediction extingushes confidence in that p-hypahesis. The ontributions of past
predictions are discounted as further predictions are made and p-hypaheses remain
largely insensitive to their age and experience. The corrobaration measure (C)) is
increased by the quantity:

AC,=a(l-C,) if hp'OS*
following ead instance of a succes<ul prediction d an adive Sign, and
AC,=-B(C,) if hp’ O S*

following an ursuccessul prediction. C_ is updated following the widely used
delta rule form. Under constant condtions these relationships give rise to the widely
observed “negatively acceerating” form of the leaning curve. The two proper
fradions the reinforcement rate (a) and the extinction rate () respedively define a
“leaning rate” for succesful and ursuccessul prediction situations. They control the
rate & which the influence of past predictionswill be discourted. The C_ value of ap-
hypahesis that makes persistently successul predictions tends to 1.0, the C_, value of
a p-hypahesis that persistently makes unsuccessul predictions tends to 0.0. The
positi ve reinforcement rate need na be egual to the negative extinction rate.

In the Popperian sense, DEM p-hypaheses are not properly derived from explicit
theories, so they canna be rejeded on the basis of modus tollens (sedion 5, but
instead are aeaed from examples and must “compete” to attain higher confidence
measures, and so be incorporated into goal-direded valence sequences.

Postulate H4: Learning by Creation. yu-Hypotheses may, of course, be innate to
the aiimat, part of the dhogram definition. The prediction and corrobaration
medchanism will effedively tune them to the animat’s adual circumstances. This both
pre-disposes the animat to useful and (presumably) appropriate behavior patterns, and
adlows innate and leaned behaviors to be integrated. However, to be afully-fledged
leaning entity, the model must define a ‘Leaning byCreaion” method bywhich the
animat extends the set of p-hypaheses. This leaning proceeals in two parts, (1)
deteding circumstances where anew p-hypothesis is required, and (2) the adions
required to construct the doute (S or triple (SAS) conredion.

H-Hypotheses exist to predict future occurrences of Signs; it istherefore reasonable
to suppcse that new p-hypaheses soud be aeaed under two spedfic drcumstances.
Potentially, every sign shoud have & least one p-hypathesis cgpable of predicting it,
and idedly the Sign would be crredly predicted for every occurrence Novel signs
(ones not previoudly reamgrized by the system) can appea in the system as a result of
the differentiation process (H5, below) where new, distinct Signs are formulated -
postulate H4-1, novel event. In the second credion circumstance, known signs are
deteced withou a rrespondng prediction, postulate H4-2, unexpected event. A
novel (or unexpeded) Sign is recgrized within the SRS/E system by deteding the
condtion:

sy 0 §*& s0 P, that is, the Sign & is adive, but was not predicted to be so at the
current time.



In either case anew p-hypahesis may be aeded. The mnsequence Sign (§) for
this new p-hypahesis will be the novel or unexpeded Sign. The cntext and adion
drawn from the set of recent Signs (and Actions for an SAS conredion) recorded by
the system in the memories associated with individual Signs and Actions (modeled in
SRSE as the shift registers like “traces’). The new p-hypahesis may then be
constructed by incorporated the remembered comporents into the antecedent and
shifting the predicted time by an amourt equivalent to the depth in the memory trace
of the antecadent item(s).

Postulate H5: Refinement. Refinement is the mechanism by which the animat
may differentiate or generalize its existing set of p-hypaheses. Differentiation adds
extra ondtions to the mntext of an existing p-hypahesis, reducing the range of
circumstances under which that p-hypahesis will be gplicable. Generalizaion
removes or relaxes existing condtions to the wntext, incressing the range of
circumstances. Diff erentiation may be gpropriate to enhance p-hypaheses that have
stabilized, or stagnated, at some intermediate orrobarative measure value. p-
Hypotheses soud na be subjed to dfferentiation urtil they have reached an
appropriate level of testing (their “maturity”, or extent of corrobaration). Maturity isa
measure of the degreeof corrobaration d a p-hypahesis. It is otherwise independent
of the age of ap-hypahesis. It is expeded that the refinement processwill creae new,
separate p-hypaheses that are derived from the eisting ores. Both dd and rew p-
hypaheses are retained and may then “compete” to determine which offers the best
predictive aility. In the spedfic implementation SRS/E, credion (H4) is heavily
biased to formulating ower generalized p-hypaheses, so dff erentiation is the primary
refinement method Anticipatory Classfier Systems (ACS), due to their design, tend
to emphasize generalizaion [22] as the primary refinement mechanism.

Postulate H6: Forgetting. Forgetting is the medhanism by which the animat may
discard p-hypaheses foundineff edive from the set of p-hypatheses held, or when the
system needs to remver resources. A p-hypahesis might be deleted when it can be
determined that it makes no significant contribution to the abiliti es of the animat. This
point can be difficult to ascertain. Evidence from animal leaning studies indicates
that leaned behaviors can be retained even after considerable periods of extinction.
Experimental evidence drawn from the implementation o the model described later
will point to the value of not prematurely deleting p-hypahesis, even thoughtheir
corrobarative measures fall to very low levels [31]. Where a Sign is predicted by
many p-hypaheses there may be good cause to remove the least effedive. It is
presumed that the last remaining p-hypahesis relating to a spedfic consequent Sign
will not be removed, on the basis that some predictive aility, however poa, is better
than nore & al. As no reoord is retained of the forgotten p-hypahesis, a new p-
hypahesis creded later may be the same & one previously removed (by H4-2,
unexpeded event).

6.2 TheValence Postulates

Definition GO: Goals. A goa establishes a vaence @ndtion within the animat
causing the animat to seled behaviors appropriate to the adievement or “ satisfadion”



of that goal. Goals (denoted by the letters G/g) are aspedal condtion d aSign; goals
are therefore dways drawn from the set of avail able Signs.

Postulate G1: Goal Valence. From time to time the animat may asert any of the
Signs available & a goa. Any Sign asserted to ad as a goal in thisway istermed as
having valence (or be valenced). None, one or many Signs may be valenced at any
onetime.

Postulate G2: Goal Priority. Each valenced gaal is assgned a pasitive, non-zero
priority. This priority value indicaes the relative importance to the aiimat of
achieving this particular goal, in the prevaili ng context of other behaviors and gals.
Goal priority is determined within the innate behavioral comporent of the ghogram.
In the arrent SRS/E implementation orly one godl is pursued at any time - the top-
goal, the goal with the highest priority.

Postulate G3: Valenced Behavior. Whenever a goal is valenced, SRSE will, by
rule 4, propagate valence acoss existing p-hypotheses to establish a graph o
valenced conredions within the system. In the SRSE implementation eaty SRS
conredion will impose a cost effort estimate, C, propationa to the dfort of
performing the adion andinversely to the aurrent C_ value for thelink:

C. «~ (adion_cost(ey) / Cy)

This effort acamulates aadoss the graph, so that ead antecedent Sign in the
network defines the beginning d a path or chain (of adions) that represents the “best
estimate” for the animat forward to the top-goal. This graph is referred to as the
Dynamic Policy Map (DPM), asit defines aboth preferenceranking for adivation for
every Sign readied by rule 3 and indicaes which o the adions associated by p-
hypaheses with the Sign shoud be adivated. The DPM is recdculated frequently as
goal priorities and confidence measures change due to corrobaration, and as p-
hypaheses are added and removed from the system. In the SSconredion case, it is
convenient to consider a “dummy” action. By asdgning it a high (notional)
adion_cogt, propagation acossthese links is disadvantaged.

Postulate G4: Valenced Action Selection. When a DPM exists the system will
apply rule 5 to adivate ap-hypahesis and so seled an adion. SRSE seleds the p-
hypaheses with the lowest overall cost estimate to the top-goal where several nodes
compete for adivation uncer rule 5.

Postulate G5: Goal Satisfaction. A valenced gadl is deemed “satisfied” once the
condtions defined by the goal are encountered, when the sign that defines the goal
bemmes adivate. The priority of asatisfied gaal is reduced to zero and it ceasesto be
a source of valence Where goal-seeking behavior is to take the form of sustained
maintenance of a goal state, the goal seledion process must maintain the valence of
the goal Signfollowing ead satisfadion event.

Postulate G6: Goal Extinction. In a situation where dl possble paths to a goal
are unavail able, continued attempts to satisfy that goal will eventualy bewme athrea
to the wntinued survival of the animat, by blocking ou other behaviors and
neallesdy consuming resources. Such a goal must be forcibly abandored. Thisis the
goal extinction point. Witkowski [31] has modeled gaal extinction wsing the DEM,
arguing that is it substantialy different from a smple reversal of the development of
corrobaration and from extinctionin clasgcd condtioning.



6.3 TheBehavior Postulates

Definition BO: Behaviors. Behaviors (indicated by the letter B) are nonleaned
adivities inherent within the system. Behaviors are explicitly Stimulus-Response
(SA) conredions and are adivated acording to the tenets of rule 1. They are defined
prior to parturition as part of the ehogram. There is no limit to the complexity (or
simplicity) of innate behavior. An animat might be solely dependent on innate
behaviors, with noleaning comporent.

Postulate B1: Behavior Priority. Each behavior within the animat is assgned a
priority relative to al the other behaviors. This priority is defined by the eéhogam.
The adion associated with the behavior of highest priority is ®leded for expresson.

Postulate B2: Primary Behaviors. Primary behaviors define the vocabulary of
behavior patterns available to the animat at parturition. These behaviors provide a
repertoire of adivities enabling the animat to survive in its environment until | eaning
processes may provide more df edive behaviors.

Postulate B3: Goal Setting Behaviors. The @ghogram defines the cndtions
under which the animat will convert to gaal seeking behavior. Once agoal is %t the
animat is obliged to pusue that goal while there is no primary behavior of higher
priority. Where no kehavior can be seleded from the DPM, the animat seleds the
primary behavior of highest priority that is currently adive. Behavior seledion from
the DPM resumes once there is any match between the set of adive signs and the
current DPM.

Interruption d goal direded behavior by a higher priority innate behavior turns the
animat away from pursuing its current top priority goal. For instance goal direded
foodseeking behavior shoud be interrupted by hgh griority predator avoidance
adivity. Once the thred has passd the goal direded behavior resumes, althoughthe
animat’ s perceived “place”in the DPM will have shifted as aresult of the intervening
behavior. The structure and corrobaration d the DPM may have changed, and it must
be re-evaluated as behavior reverts to the goa direded form. Where goal seeking
takes the form of a sustained maintenance of the seleded gcel state, the seledion
processmust re-valencethe required gaal ead timeit is stisfied.

Postulate B4: Default (exploratory) Behaviors. Default Behaviors provide aset
of behaviors to be pursued by the animat whenever neither a primary naor a goa
setting kehavior is applicable. Typicdly these default behaviors will take the form of
exploratory adions. Exploratory adions may be dther random (trial and error), or
represent a spedfic exploration strategy. Seledion d this grategy will i mpad the rate
and ader in which the p-hypahesis creaion processes occur (H4). Default behaviors
have apriority lower than any of the primary (B2) or goal setting (B3) behaviors. The
provision d some default behaviorsis mandatory within the éhogram.

7 The SRS/E Program Architecture

Figure one ill ustrates the flow of control within the SRS/E program architecure and
the interadion between parts. The flow of control forms a nonterminating loop
incorporating ead of the eght steps identified in the figure. The computational eff ort



of ead cycle is relatively light, ead adivity being initiated oppatunisticdly
acording to the prevailing circumstances. It is the awmulative dfed over many
cyclesthat givesrise, over time, to arefined set of corrobarated p-hypaheses.

Step 1 evaluates every sign to creae the Sign adivation list $* using the arrent
status of the animat’ s transducers. Step 2 compares past predictions falling dwe & the
current time with the arrent adivations and updites the mrrobaration measure of the
u-hypatheses resporsible for the predictions tested (postulate H3). Step 3a seleds a
default (exploratory, B4) behavior. If an innate behavior is adivated (postulate B2,
step 30 this will override the default behavior on the basis of priority (B1) at the
subsumption point (SPL). Step 3c determines the valence status of Signs, and upaites
the Goal List (@), assgning each gaal a priority (G2) on the basis of the defined gaal
setting kehaviors (B3). Where & least one goal has valence (G1) step 4isinitiated and
a Dynamic Policy Map constructed (G3). Step 5 applies rule 5 to find an intersedion
between S* and p-hypaheses valenced by step 4 (postulate G4). The highest priority
adion is passed (via subsumption pant SP2) to step 6, which causes the animat’s
aduatorsto perform that adion. Once an Action has been seleded every p-hypahesis
in # can be evaluated (postulates H1/H2) to determine the predictions to be made,
which will be evaluated by step 2in future gycles. Steps 8a, 8b, 8c and 8dimplement
postulates H4-1, H4-2, H5 and H6 respedively. The loop starts again at step 1
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Figure One: The SRS/E Evaluation Cycle



8 Summary and Conclusions

This paper has developed a minimal set of five “rules’ of prediction and propagation
by which an animat may exploit anticipation as a model of intelligence The five rules
are used to place the important attributes of four major learning and behaviora
schemes into a single atticipatory context and to develop a unified approach to
modeling them. These ae then suppated by a larger number of “postulates’, which
ad as abridge to aredizable model (DEM) and the spedfic implementation (SRS/E).
The key strength is the encgpsulation d anticipatory prediction into p-hypatheses,
self-contained and capable of corrobaration withou recourse to any ouside agency.
Such p-hypatheses anticipate what might happen (S and predict what can be made
to happen (SAS), and can be used by the animat to derive gpropriate behaviorsin its
environment.

Parallels with Karl Popper’s “Logic of Scientific Discovery” were identified, and
these used to inspire the guiding principles for an expedancy based model for animat
control. The DEM is nat, and shoud na be cnsidered to be, a dired model of the
Popperian view of scientific discovery. The Popper model is predicated ona level of
symbalic reasoning far in advance of anything identified within the non-human
anima kingdam. Nevertheless while the analogy canna be progressed within the
animat framework diredly, adopting this sance may be thougtt of asabridging pant
between the animat world and the eplicitly reassoned ore. Just as there must,
presumably, be abridge between the animal approach to leaning and kehavior and
the human ore.
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